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Systematic Generalization

• “Capacity to understand and produce a 
potentially infinite number of novel 
combinations from known components” 
(Chomsky, 1957; Montague, 1970)

• “Ability to reason about all possible object 
combinations despite being trained on a 
very small subset of them” (Bahdanau et al., 2019)

• we measure the ability of a model to reason 
about new proof step combinations despite 
being trained on a limited subset of them



Point of study

• Can Transformer Language Models (TLMs) perform such
generalization in natural language?

• We train TLMs on a QA task to generate some type of proof in natural
language before generating an answer.

• We study their behavior as logical reasoners on text by analyzing the
proofs generated in natural language and the final answer.



Motivation
• Why Transformers Language Models (TLMs)?

They yield impressive results, but do they learn re-usable skills?

or do they rely on superficial patterns?
growing pre-training dataset size & model size

• Why Proof Generation?

Language Models as knowledge bases (Petroni et al., 2019; Raffel et al., 2020; Brown et al., 2020).

What about Language Models as dynamic KB?

Can they learn reasoning strategies? Can they reuse them (systematically) to 
infer new knowledge that is not seen during pre-training.



CLUTRR dataset (Sinha et al., 2019)

• Family graph – “story”

• Query about 2 entities – “query”

• Reasoning path as a list of edges to infer – “proof”

• Target relationship – “answer”
Story <STORY> Natasha is a granddaughter to Betty. Florence is 

Gregorio 's sister. Gregorio is a brother of Natasha.

Query <QUERY> Who is Florence for Betty ?

Proof <PROOF> since Gregorio is a brother of Natasha, and Natasha is 
the granddaughter of Betty, then Gregorio is a grandson of 
Betty.
since Florence is a sister of Gregorio, and Gregorio is a 
grandson to Betty, then Florence is a granddaughter to Betty.

Answer <ANSWER> Florence is the granddaughter of Betty.



CLUTRR stories template

Synthetic language Natural language

Story Natasha is a granddaughter to Betty. 

Florence is Gregorio 's sister.

Gregorio is a brother of Natasha.

Betty likes picking berries with her son's 

daughter. Her name is Natasha.

Gregorio took his sister, Florence, to a 

baseball game.

Gregorio and his sister Natasha love it 

when their grandmother visits because 

she spoils them. She is coming this 

week to watch them while their parents 

are out of town.

Query Who is Florence for Betty ?



CLUTRR dataset levels

Level 1: remembering 

facts

Level 2: one hop 

inference

Level 3: two hops 

inference



Terminology

• “entity” – one node – eg: “Anna”

• “relation” – one edge – eg: “mother”

• “fact” – one (entity, relation, entity) triple – eg: “Anna is the mother of Bob”

• “proof step” – one proof sentence (hop) made of 3 facts – “since AB and 

BC then AC”

• “proof” – the whole string made of many (k-1) proof steps.

• Difficulty level k:
A level k task consists of k relations between k+1 entities and k−1
proof steps to solve the task



Proof strategies
Forward-Chaining Backward-Chaining

Short short-proof – top-down short-proof – bottom-up

Exhaustive long-proof – top-down long-proof – bottom-up



Proof strategies

• Short proof (sp):
• Forward chaining
• Exactly k-1 steps

• Short proof reversed (spr):
• Backward chaining
• Exactly k-1 steps.

• Long proof (lp):
• Forward chaining
• Exhaustive proof

• Long proof reversed (lpr):
• Backward chaining
• Exhaustive proof



Systematic generalization in proof generation
• Train on levels: 2,     4,     6

Test on levels:   2, 3, 4, 5, 6, 7, 8, 9, 10.

• Include all entities, relations, facts (triples) in training

Can the model generalize to new proofs ?



Experiments

• Training:

Transformer decoder trained to predict next word in sequences of “<STORY> 
[story] <QUERY> [query] <PROOF> [proof] <ANSWER> [answer]”

• Evaluation:

Proof consistency:
Verify the logic of the generated sequence after the “<PROOF>” token based 
on CLUTRR kinship rules.

Answer accuracy:
Compare the generated sequence after the “<ANSWER>” token with ground 
truth.



Top-Down –vs –
Bottom-Up reasoning

• Bottom-up is easier to use compared 
to top-down



Top-Down –vs –
Bottom-Up reasoning

• Bottom-up is harder to generate 
compared to top-down



Long –vs– Short 
proofs

• Long proofs are easier to use 
compared to Short proofs



Long –vs– Short 
proofs

• Long proofs are easier to generate 
compared to Short proofs



Without generating a 
proof

• Generating a proof makes it harder to 
extrapolate



Given the real proof
• Having access to the real proof 

improves answer accuracy

• But models still struggle to extrapolate



GPT2 finetuned –vs – trained from scratch

• The improvement 
from fine-tuning 
depends on the 
reasoning strategy 
used:

→More 
improvement with 
bottom-up



Observations

• TLMs suffer from length generalization issues in generating proofs.

• TLMs get better at reasoning when trained with longer proofs.

• Backward-chaining proofs are
easier to use when generating
an answer.

• Backward-chaining proofs are
harder to generate.
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Thank you.

Full paper: https://arxiv.org/pdf/2009.14786.pdf

Code: https://github.com/NicolasAG/SGinPG

Questions: gontiern@mila.quebec
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